
NUMOSIM: A Synthetic Mobility Dataset with Anomaly Detection
Benchmarks

Chris Stanford
cstanford@novateur.ai

Novateur Research Solutions
Ashburn, Virginia, USA

Suman Adari
sadari@novateur.ai

Novateur Research Solutions
Ashburn, Virginia, USA

Xishun Liao
xishunliao@ucla.edu

University of California, Los Angeles
Los Angeles, California, USA

Yueshuai He
yueshuaihe@ucla.edu

University of California, Los Angeles
Los Angeles, California, USA

Qinghua Jiang
qhjiang93@ucla.edu

University of California, Los Angeles
Los Angeles, California, USA

Chenchen Kuai
kuai0407@ucla.edu

University of California, Los Angeles
Los Angeles, California, USA

Jiaqi Ma
jiaqima@ucla.edu

University of California, Los Angeles
Los Angeles, California, USA

Emmanuel Tung
etung@novateur.ai

Novateur Research Solutions
Ashburn, Virginia, USA

Yinlong Qian
yqian@novateur.ai

Novateur Research Solutions
Ashburn, Virginia, USA

Lingyi Zhao
lzhao@novateur.ai

Novateur Research Solutions
Ashburn, Virginia, USA

Zihao Zhou
ziz244@ucsd.edu

University of California, San Diego
San Diego, California, USA

Zeeshan Rasheed
zrasheed@novateur.ai

Novateur Research Solutions
Ashburn, Virginia, USA

Khurram Shafique
kshafique@novateur.ai

Novateur Research Solutions
Ashburn, Virginia, USA

ABSTRACT
Collecting real-world mobility data is challenging. It is often fraught
with privacy concerns, logistical difficulties, and inherent biases.
Moreover, accurately annotating anomalies in large-scale data is
nearly impossible, as it demands meticulous effort to distinguish
subtle and complex patterns. These challenges significantly impede
progress in geospatial anomaly detection research by restricting
access to reliable data and complicating the rigorous evaluation,
comparison, and benchmarking of methodologies. To address these
limitations, we introduce a synthetic mobility dataset, NUMOSIM,
that provides a controlled, ethical, and diverse environment for
benchmarking anomaly detection techniques. NUMOSIM simulates
a wide array of realistic mobility scenarios, encompassing both typ-
ical and anomalous behaviours, generated through advanced deep
learning models trained on real mobility data. This approach allows
NUMOSIM to accurately replicate the complexities of real-world
movement patterns while strategically injecting anomalies to chal-
lenge and evaluate detection algorithms based on how effectively
they capture the interplay between demographic, geospatial, and
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temporal factors. Our goal is to advance geospatial mobility analysis
by offering a realistic benchmark for improving anomaly detection
and mobility modeling techniques. To support this, we provide
open access to the NUMOSIM dataset, along with comprehensive
documentation, evaluation metrics, and benchmark results.
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1 INTRODUCTION
Mobility data analysis plays a critical role in various domains, in-
cluding urban planning, disaster management, and epidemiology.
Detecting anomalies within mobility patterns — deviations from
expected behaviors — can provide valuable insights into significant
events or disruptions. For instance, identifying mobility anomalies
is essential for understanding the spread of infectious diseases and
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assessing the impact of public health interventions. However, re-
search in geospatial anomaly detection is often constrained by the
challenges associated with collecting and utilizing real-world mo-
bility data. These challenges include stringent privacy regulations,
high costs, logistical difficulties, and inherent biases in the data,
all of which can impede the development and evaluation of robust
anomaly detection algorithms.

Accurate annotation of anomalies in large-scale datasets presents
another significant obstacle. Identifying subtle and complex pat-
terns that indicate anomalies typically requires extensive domain
expertise and meticulous effort. This process is not only time-
consuming but also prone to inconsistencies, as human annotators
may have different interpretations of what constitutes an anomaly.
These limitations hinder access to reliable, well-annotated data,
which is crucial for the rigorous evaluation and benchmarking of
anomaly detection methodologies.

Given these constraints, synthetic data generation has emerged
as a promising alternative for creating datasets that support the de-
velopment and testing of anomaly detection algorithms. Synthetic
datasets offer the flexibility to model a wide range of scenarios,
including rare or extreme events that may be underrepresented
in real-world data. However, generating synthetic mobility data
that accurately captures the complexity of real-world movement
patterns is challenging. A key difficulty lies in modeling the intri-
cate interplay of demographic, geospatial, and temporal factors that
shape human mobility behaviors. Traditional statistical approaches,
typically employed in synthetic data generation, often fall short
in capturing these complexities, resulting in datasets that lack the
necessary variability and realism to effectively mimic real-world
scenarios.

The remainder of this paper is organized as follows. Section 2
reviews prior work related to synthetic mobility data generation.
Section 3 introduces the NUMOSIM data. Section 4 discusses the
methodology used for generating NUMOSIM, including data mod-
eling, model training, and the data generation processes. Section
5 details the anomaly injection processes, the types of anomalies
introduced, and the rationale behind them. Section 6 describes
the evaluation metrics and benchmark results provided with NU-
MOSIM. Section 7 presents our plans for expanding the dataset.
Section 8 explains the data format and files released as part of the
dataset. Finally, Section 9 concludes the paper with a discussion of
contributions and future work.

2 PRIORWORK
There are numerous datasets available for studying human mobility,
encompassing both real and synthetic data. These datasets can be
categorized into three main types: location-based service (LBS) data,
synthetic data, and vehicle data.

2.1 Location-Based Services (LBS) Data
LBS data has been extensively used in recent studies of human
mobility. For example, Yabe et al. [31] introduced YJMob100K, an
open-source large-scale mobility dataset based on mobile phone
data from Yahoo Japan Corporation. This dataset comprises 75
days of human mobility trajectories for 100,000 individuals, with
location pings spatially and temporally discretized to protect user

privacy. Other notable real-world datasets include Gowalla, which
captures location-based social network data [8], Foursquare, which
includes check-ins from New York City and Tokyo from April 12,
2012, to February 13, 2013 [32], Meta’s travel pattern data, derived
from the location history of Facebook users (Meta, n.d.), and Open-
Paths from The New York Times Labs, which collects voluntary
location data from iPhone and iPad users [10]. However, LBS data
often have limitations, such as incomplete daily trajectories, as
seen with Gowalla and Foursquare, and a lack of detailed point of
interest information due to privacy controls, as with YJMob100K.
Additionally, these datasets typically do not include underlying
sociodemographic characteristics of the agents because of privacy
concerns. Another critical limitation is that real-world LBS datasets
generally do not contain annotated anomalies, making it challeng-
ing to use them directly for developing and benchmarking anomaly
detection algorithms.

2.2 Synthetic Data
The second category includes synthetic datasets, which offer an
alternative by simulating human mobility patterns while overcom-
ing some of the limitations of real-world data. For instance, Hu-
moNet [17] and the Patterns of Life Simulation [3, 4] are frameworks
that generate synthetic human trajectory data by leveraging mul-
tiple layers of real-world data, including transportation networks,
points of interest (POI), population data, and observed human tra-
jectories. Another example is MetaPoL, a synthetic dataset created
by simulating human behavior within an immersive virtual reality
(VR) environment modeled after a real-world secure facility [16]. A
significant advantage of synthetic datasets is their ability to provide
fully annotated anomalies, allowing researchers to evaluate and
benchmark anomaly detection algorithms effectively. This level of
control and precision in data generation is difficult to achieve with
real-world datasets. However, despite these benefits and innovative
approaches, there is a notable lack of large-scale public synthetic
datasets that can represent the complex dynamics of megacities
with populations in the millions.

2.3 Vehicle Data
The final category is vehicle data, which primarily consists of
datasets collected from GPS-equipped vehicles operating in ur-
ban environments. For instance, since 2009, the New York City
Taxi & Limousine Commission (NYC TLC) has released data on
pick-up and drop-off locations for taxis and for-hire vehicles in
New York City [23]. Other notable datasets include taxi datasets
from cities such as Porto [22], San Francisco [26], Rome [7], and
Beijing [33]. The Porto dataset tracks 441 taxis over the course of
one year [22], while the Rome dataset monitors 320 taxis over a
30-day period [6, 7]. In addition to taxi datasets, there are also bus
datasets that provide further insights into urban mobility. The Rio
bus dataset [5] and the Dublin bus dataset [13] capture the trajec-
tories of buses across multiple staypoints or bus stops, allowing
for the detection of abnormal mobility patterns. The anomalies
are clearly defined as deviations from the established bus routes.
Although these datasets offer valuable insights into the mobility
patterns of taxi and bus users within their respective cities, they
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fall short of capturing complete daily trajectories and do not repre-
sent the broader urban population. This limitation restricts their
applicability to more comprehensive mobility studies.

3 PRESENTWORK
To address the limitations of existing datasets, we introduce NU-
MOSIM (Novateur/UCLA Mobility Simulation), a novel synthetic
mobility dataset designed to provide a controlled, ethical, and di-
verse environment for benchmarking anomaly detection techniques.
NUMOSIM is generated using advanced generative deep learning
models trained on real travel survey data (and optionally sparse
mobility data, when available), enabling it to simulate a wide ar-
ray of realistic mobility scenarios that encompass both typical and
anomalous behaviors. Generative deep learning models are particu-
larly well suited for this task, as they have demonstrated the ability
to capture the complex interplay of demographic, geospatial, social,
and temporal factors that drive human behavior, resulting in highly
realistic synthetic data [20]. Our approach leverages these capabili-
ties to simulate the trajectories of a large population of synthetic
agents in urban areas. Additionally, NUMOSIM strategically injects
a small quantity of generated anomalies into the dataset, facilitating
rigorous benchmarking of anomaly detection algorithms by testing
how effectively they capture the intricate dynamics of mobility
patterns.

To further support the development and refinement of these
algorithms, we provide a comprehensive set of evaluation metrics
and benchmark results alongside the NUMOSIM dataset. These
resources are intended to help researchers assess the performance
of their models and compare them with established baselines.

The initial release of NUMOSIM focuses on a large-scale sim-
ulation of Los Angeles, resulting in NUMOSIM-LA — a dataset
that reflects the unique mobility dynamics of this urban area. How-
ever, our vision for NUMOSIM extends beyond a single city. We
plan to expand the dataset by continuing to add more cities in the
future, beginning with NUMOSIM-CAIRO, to increase its utility
and applicability across different geographic contexts. We aim to
advance geospatial mobility analysis by offering a realistic and ver-
satile benchmark for testing and improving anomaly detection and
mobility modeling techniques.

4 METHODOLOGY
The Deep Activity Model (DeepAM) [20] introduces a novel ap-
proach to the synthesis of human mobility patterns by harnessing
the capabilities of deep learning techniques and the widespread
availability of household travel survey (HTS) data. This model
employs a transformer-based architecture, featuring an encoder-
decoder structure, to generate realistic activity chains that capture
the complex interdependencies among household members and
their activities.

The input of the model consists of sociodemographic data of
individuals and their household members. These diverse data types
are concatenated and embedded to form a comprehensive feature
vector. The encoder processes this input through self-attention
layers, effectively capturing the intricate relationships within the
data. Subsequently, the decoder generates activity predictions in

an autoregressive manner, predicting the activity type, start time,
and end time for each activity in an activity chain.

DeepAM is trained on 180,000 samples from the 2017 National
Household Travel Survey (NHTS) [1]. The activities used in the
NHTS informed our activity classification into the 16 categories
shown in Table 1. The model’s loss function incorporates multi-
ple components: cross-entropy loss for activity-type prediction,
soft-label loss for temporal predictions, and specialized losses for
temporal order and sequential timing to ensure logically consistent
chronological sequences.

Activity Types

Transportation Errands

Home Recreation

Work Exercise

School Visit

ChildCare HealthCare

BuyGoods Religious

Services SomethingElse

EatOut DropOff
Table 1: List of the 16 modeled activity types.

Given the inherent uncertainty of human behavior, the perfor-
mance and realism of DeepAM are assessed at a systemic level by
comparing the distributions of generated and real-world activity
patterns. Specifically, Jensen-Shannon divergence (JSD) is used to
evaluate five key aspects of the generated activity chains: activ-
ity frequencies, distributions of activity start and end times, the
number of daily activities, and activity durations. In addition, the
logical consistency of the model is evaluated through the activity-
transition probability similarity. The results of these evaluations
can be found in [20].

For this release, activity type chains were generated for a syn-
thetic subpopulation of Los Angeles consisting of 200,000 agents.
An example of an activity chain for a single agent is shown in
Table 2.

The list of available Points of Interest (POIs) for the simulation
was curated using data fromPlanetsense[19] andUSA Structures[14]
for the Los Angeles region, as defined by the boundary in Figure 1.
POIs were matched to nearby structures, with unmatched struc-
tures assumed to be residential locations. Each location was then
assigned a set of valid activity types based on a manually defined
mapping. For example, locations labeled "education" by Planetsense
were assigned activity types such as Work, School, and DropOff.
Residential locations were assigned activity types like Home and
Visit. The total number of POIs available for each activity type is
presented in Table 3.

Following the generation of activity type chains by DeepAM, a
POI assignment procedure was employed to assign each activity to
a valid POI for that activity. This procedure considered available
data and literature on LA, including average commute times [18],
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Day Activity Start time End time

1 Home 00:00 08:30

1 Work 09:00 17:00

1 Home 17:30 24:00

2 Home 00:00 09:00

2 Work 09:30 12:00

2 EatOut 12:15 12:45

2 Work 13:00 17:30

2 Home 18:00 24:00

. . . . . . . . . . . .

56 Home 17:45 24:00

Table 2: Example of a single agent’s 8-week activity chain
output from the Deep Activity Model.

Activity Type Number of POIs

Transportation 449

Home 2509756

Work 409920

School 10904

ChildCare 33821

BuyGoods 108496

Services 17028

EatOut 165442

Errands 4414

Recreation 17685

Exercise 30520

Visit 2509756

HealthCare 3100

Religious 7255

SomethingElse 2054

DropOff 2838192

Table 3: Number of POIs in the area of interest that corre-
spond to each activity type. A given POI can correspond to
multiple activity types.

total distance traveled per day [2, 24], radius of gyration [15, 25],
number of locations visited per day [27], and Zipf’s law on human
movement [15, 34]. Once agents were assigned POIs, they navi-
gated the Los Angeles road network, obtained via Open Street Map

Figure 1: Area of interest covered in the simulation. All agents
stay within the boundary during the 8 week period. Map data
from OpenStreetMap [11].

(OSM) [11] to perform their activities. Their arrival times are results
of their navigation through the road network using the speed limits
supplied by OSM. Although we did not include second-by-second
trajectories in the data release, this step is necessary to generate
realistic arrival and departure times.

The final output is a schedule of POI visits for each agent, span-
ning two consecutive 4-week periods: train and test. An exam-
ple of the format for the train POI visits is shown in Table 4.

5 ANOMALY INJECTION
The NUMOSIM dataset includes two primary types of anomalies:
non-recurring anomalies and recurring anomalies. These anomalies
are strategically injected into the dataset to simulate different devi-
ations from expected agent behavior patterns, providing a robust
benchmark for evaluating the effectiveness of anomaly detection
algorithms in geospatial mobility data.

Non-recurring anomalies are singular, isolated events that dis-
rupt an agent’s typical sequence of activities during the test period.
These anomalies are designed to represent unexpected, one-time
deviations from an agent’s routine. For example, an agent might
unexpectedly leave a stay point that they typically visit at a specific
time, or they might visit a new location that fundamentally differs
from their usual pattern of stay points. These anomalies challenge
detection models to identify significant deviations without being
misled by the inherent variability of human behavior.

Recurring anomalies, on the other hand, represent patterns of
behavior that deviate from the norm on a regular basis. These
anomalies are injected to simulate shifts in an agent’s established
behavioral patterns, such as changes in the frequency, timing, or
location of visits to Points of Interest (POIs). For example, an agent
who previously visited a particular location once a month might
now visit it every weekend. While each visit might seem normal
in isolation, the recurring nature of these visits marks a significant
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Figure 2: Example of a recurring anomaly. Left: the unaltered, normal test period for an agent, represented as a calendar. Each
box represents one day, and each row within a box represents a six-hour period (as demonstrated in the top-left box). Right:
the altered, anomalous test period for the same agent. The injected anomalies (marked with the star hatch pattern) are a visit
to a new location (cyan) for that agent, recurring at the same time of day each time. The surrounding visits are also altered
temporally to accommodate and are therefore also considered anomalous.

(a) Normal daily activity sequence. The agent starts at home (blue),
then goes to a frequently visited location (orange), and then returns
home.

(b) Anomalous daily activity sequence. A visit at a new location (cyan)
is inserted, making that visit anomalous, as well as the surrounding
points which are altered temporally to accommodate.

Figure 3: Example of normal (Left) and anomalous (Right) daily stay point sequence for the same agent as Figure 2 on the day
of Test Week 2, Day 4 (Thursday).
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agent poi_id start_datetime end_datetime

1 215521 2024-01-01
T00:00:00-08:00

2024-01-01
T08:29:09-08:00

1 89362 2024-01-01
T09:01:01-08:00

2024-01-01
T17:05:11-08:00

1 215521 2024-01-02
T08:35:10-08:00

2024-01-0
2T09:00:55-08:00

1 89362 2024-01-02
T09:31:05-08:00

2024-01-02
T12:00:05-08:00

1 99721 2024-01-02
T12:12:44-08:00

2024-01-02
T12:41:31-08:00

1 89362 2024-01-02
T13:02:00-08:00

2024-01-02
T17:36:52-08:00

1 215521 2024-01-02
T18:03:20-08:00

2024-01-03
T08:16:30-08:00

. . . . . . . . . . . .

200000 788111 2024-01-28
T17:34:50-08:00

2024-01-29
T08:16:21-08:00

Table 4: Example of the stay_points_train.parquet data for-
mat, containing the stay points for 200,000 agents for 4weeks.

departure from the agent’s typical behavior, thereby classifying
it as an anomaly. Another instance of a recurring anomaly could
involve an agent routinely visiting a new location instead of their
usual spot.

Overall, in NUMSIM-LA there are 381/200,000 anomalous agents
and 3468/17,067,273 anomalous stay points. Approximately 10% of
the inserted stay points are to random locations in the anomalous
agent’s own history. The remainder are to random locations in
other agents’ histories.

Figure 2, Figure 3, and Table 5 illustrate an example of a recur-
ring anomaly. Figure 2 shows a calendar-based visualization of a
normal 4-week period compared to an anomalous 4-week period.
Figure 3 shows a map-based visualization of the spatial activity of a
particular day from Figure 2, which is further specified by Table 5.

The objective of introducing these anomalies is to assess how
well models differentiate between normal variations and true anom-
alies. An effective model should recognize both subtle and overt
deviations, minimizing false positives by distinguishing irregular
behaviors from real anomalies. This capability is crucial for identi-
fying real disruptions caused by emergencies or unexpected events.
Non-recurring anomalies test a model’s sensitivity to singular dis-
ruptions, while recurring anomalies evaluate its ability to recognize
significant, repetitive shifts. Together, these anomalies provide a
comprehensive assessment of model robustness, making NUMOSIM
a powerful tool for benchmarking anomaly detection in geospatial
mobility data.

6 BENCHMARKS
To demonstrate the utility of NUMOSIM as a comprehensive testbed
for geospatial anomaly detection, we implement a set of baseline
methods for benchmarking. These benchmarks are designed not
only to validate the detectability of the injected anomalies but also
to establish a performance baseline for future work in this domain.

NUMOSIM, with its labeled anomalous and non-anomalous data,
provides a versatile platform for developing and evaluating anom-
aly detection models. The dataset’s flexibility allows for various
configurations, including both unsupervised and semi-supervised
approaches. The anomaly prevalence rate during evaluation can be
adjusted by selecting specific subsets of the test data. Users can
introduce various types of noise, such as Gaussian spatial/temporal
noise, missing staypoints, or agent ID switches to tailor the data to
specific application needs.

Beyond data partitioning and augmentation, NUMOSIM allows
for training and evaluation at different levels of granularity: agent-
level, staypoint-level, trip-level, or point-level. For instance, an
agent may be classified as anomalous if it has a certain number or
proportion of anomalous staypoints; this classification can then
be used to score models at the agent-level. Similarly, models that
output scores for staypoints or trips (i.e., staypoint-pair transitions)
can be evaluated at those levels, or aggregated to the agent-level
using strategies such as max-pooling staypoint scores. For appli-
cations sensitive to duration, evaluations can be conducted on a
second-by-second or point-by-point basis, allowing for fine-grained
analysis of model performance.

Our benchmarking methodology proceeds as follows. First, we
train the selected methods on the train dataset, which is free
of anomalies, using an unsupervised learning approach. Next, we
perform inference on the test period data to generate anomaly
scores. Finally, we evaluate each model using metrics such as the
Average Precision (AP) and Area Under the Receiver Operating
Characteristic curve (AUCROC). Although other metrics like Maxi-
mum F1-Score or Average Precision Recall are viable, they not are
included in this analysis. It is important to note that no forms of
noise or data augmentation were applied during this benchmarking
process.

We selected three baseline anomaly detection methods for this
evaluation: RioBusData [5], Spatial-Temporal Outlier Detector (STOD)
[12], and GaussianMixture Variational Sequence AutoEncoder (GM-
VSAE) [21]. RioBusData [5] is an interactive analysis tool with a
CNN-based anomaly detection model, initially applied to bus mo-
bility data. STOD [12] is a GRU-based anomaly detection model,
also originally designed for bus mobility data. GM-VSAE [21] is
a VAE-based anomaly detection model, applied to taxi mobility
data. To adapt these baseline methods to NUMOSIM, we made a
few straightforward modifications, which are detailed in Appen-
dix A. In addition to the baseline methods, we created a simple
statistical test, described in Appendix B, based on the fact that the
rate at which agents visit each POI should not change substantially
between train and test.

The results of our baseline benchmarking experiments are pre-
sented in Table 6. In this table, we observe a striking trend: most
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Original Anomalous

poi_id start_datetime end_datetime poi_id start_datetime end_datetime

2364463
(residence)

2024-02-07
16:38:04

2024-02-08
07:17:01

2364463
(residence)

2024-02-07
16:38:04

2024-02-08
01:48:01

- - - 295533
Silver Screen Sight and
Sound

2024-02-08
02:28:56

2024-02-08
13:19:47

399191
Ramona Elementary School

2024-02-08
07:33:18

2024-02-08
17:41:43

399191
Ramona Elementary School

2024-02-08
14:01:34

2024-02-08
17:41:43

2364463
(residence)

2024-02-08
17:58:47

2024-02-09
06:55:00

2364463
(residence)

2024-02-08
17:58:47

2024-02-09
06:55:00

Table 5: Tabular example of an injected anomaly, corresponding to Figure 3 and Figure 2 (Test Week 2, Thursday). Anomalies
(red) are created as a result of the injected visit, as well as the temporal adjustments to surrounding visits.

existing, sophisticated anomaly detection models are underperform-
ing, while a basic model that merely accounts for the visit rate of
agents achieves significantly higher scores.

This outcome, while surprising, is not unprecedented in the field
of anomaly detection. In Wu and Keogh [30], they demonstrate that
with just a single line of code, they can replicate the performance
of complex, many-parameter deep learning models on popular
benchmark datasets.

This observation underscores the broader principle that the suc-
cess of anomaly detection, particularly in the context of complex
mobility patterns, hinges not just on the sophistication of the mod-
els employed but on the careful selection of features that truly
capture the underlying dynamics of the data. In mobility analysis,
where patterns can be influenced by a myriad of factors such as
time, location, sociodemographic characteristics, and behavioral
trends, identifying the most relevant features is crucial. A well-
chosen feature, like the visit rate, can often encapsulate significant
behavioral signals, providing clarity where more complex models
might struggle to disentangle noise from meaningful patterns.

7 ONGOING RELEASES
In addition to the initial Los Angeles dataset, we have plans for
several future releases that will be made available as they are com-
pleted. Our next planned release will focus on Cairo, Egypt, with
additional regions to follow over time. Each new dataset will be
tailored to reflect the unique mobility patterns and cultural contexts
of its respective region.

To achieve this level of specificity, we will employ transfer learn-
ing techniques, enabling our deep activity model to adapt to the
local customs and behaviors of each area. By incorporating local
human mobility data into the training process, our model will be
fine-tuned to capture the distinct activity patterns that characterize
different regions, ensuring that each dataset offers a realistic and
region-specific representation of human movement.

These ongoing releases are part of our broader commitment to
providing comprehensive, high-quality datasets that can be used
to benchmark and refine geospatial mobility models and anomaly
detection techniques. By expanding the geographic scope of our

Level Method Anomaly
Prevalence

AP AUCROC

Staypoint

RioBusData

0.000203

0.000189 0.505

STOD 0.00024 0.594

GM-VSAE — —

Visit Rate 0.0165 0.906

RioBusData 0.00164 0.501

STOD 0.00182 0.518

GM-VSAE 0.00192 0.507
Agent

Visit Rate

0.00191

0.0164 0.646
Table 6: Staypoint-level and agent-level results from base-
line methods on NUMOSIM-LA. GM-VSAE concatenates an
agent’s entire series of stay points, so there are no staypoint-
level scores for this method.

datasets, we not only aim to support a wider range of research appli-
cations—from urban planning and transportation management to
public health and security—but also to enhance the generalizability
of anomaly detection models across different geospatial regions
[28]. This approach will allow researchers to test and validate their
models in diverse environments, ensuring that the developed tech-
niques are robust and applicable across various contexts. By offering
datasets that span multiple regions, we hope to contribute to the
creation of more versatile and adaptable models capable of handling
the complexities of human mobility on a global scale.

8 FILE DESCRIPTIONS
NUMOSIM data can be accessed on the Open Science Framework
at (https://osf.io/sjyfr/).

This release contains 6 files, split into two categories: supple-
mental and stay point.

https://osf.io/sjyfr/
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8.1 Supplemental Files
(1) readme.txt: A text file describing the files in the data release.
(2) demographics.parquet: Table containing the demographic

information for each agent. Descriptions of the columns and
their values can be found in the readme file.

(3) poi.parquet: Table containing information for points of
interest. Columns are poi_id, name, latitude, and longitude,
and act_types.

8.2 Stay point files
The stay point files contain the stay point information for the
agents. The 4-week train stay points and 4-week test stay
points are split into separate files, but together comprise an 8-week
sequence of stay points for 200,000 simulated agents, spanning
a period from 2024-01-01T00:00:00-08:00 to 2024-02-25T23:59:59-
08:00. Any activity that overlapped the beginning of train or
the end of test was truncated. Any activity that overlapped the
transition between train and test was included in the train
file in full rather than being split across the two files.

(1) stay_points_train.parquet: Table containing stay point
information for all agents for a 4-week long training period.
Columns are agent_id, poi_id, start_datetime, and end_datetime.

(2) stay_points_test_truth.parquet: Table containing ground
truth stay point information for all agents for a 4-week
long period that immediately follows the training period.
Columns are agent_id, poi_id, start_datetime, and end_datetime.

(3) stay_points_test_anomalous.parquet: Table containing
stay point information for all agents for a 4-week long period
that immediately follows the training period, with injected
anomalies. Columns are agent_id, poi_id, start_datetime,
end_datetime, anomaly, and anomaly_type. The anomaly
column is a boolean indicating whether the stay point has
been injected or altered. The anomaly_type column is a
integer where 1 indicates that the anomaly is a modified
staypoint and 2 indicates that the anomaly is an injected
staypoint.

9 CONCLUSION
In this paper, we introducedNUMOSIM, a synthetic mobility dataset
with embedded anomalies, designed as a benchmark for evaluating
geospatial mobility models and anomaly detection techniques. By
leveraging deep activity models trained on real-world survey data,
we aim to bridge the gap between synthetic data generation and
the realistic representation of human mobility patterns.

This dataset represents a significant step forward in the field of
geospatial mobility analysis, providing researchers with a robust
tool to develop and validate more sophisticated models that can
generalize beyond the limitations of traditional datasets. Our future
work will focus on expanding the dataset to encompass different
geographical regions, incorporating more complex and rare behav-
ioral patterns and social interactions, and refining the anomaly
generation process to further enhance the realism and utility of the
dataset.

By making this dataset publically available, we aim to drive
progress in mobility modeling and anomaly detection, ultimately

contributing to more accurate and effective applications in areas
such as urban planning and transportation management.
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Appendices

Appendix A BASELINE METHOD
ADAPTATIONS

In this section, we describe how we modify the Rio-Bus Model [5],
the STOD [12] and the GM-VSAE [21] to use with our multi-agent
staypoint trajectories dataset.

A.1 RioBusData
The original RioBusData model [5] uses a Convolutional Neural
Network (CNN) to analyze bus trajectories in Rio de Janeiro. The
CNN takes as input a sequence of GPS coordinates and predicts
the bus ID, learning to distinguish between normal and outlier
trajectories by assuming outlier bus trajectories’ IDs are harder
to predict. The architecture of the adapted model is presented in
Figure 4.
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Figure 4: Illustration of the RioBUS CNN architecture
adapted to the multi-agent GPS staypoint trajectory. The
input to the network is 20 GPS coordinates of a single agent
that are coded in three channels, which correspond to the
timestamp, latitude, and longitude of each GPS coordinate.
The input can be optionally extended to four channels by the
additional stay duration feature. This input is fed to two con-
volutional layer blocks. TheCNNoutput is then concatenated
with an optional POI embedding. The last layer predicts the
agent ID to which the input 20 GPS coordinates belong.
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Agent ID Replacement. The bus ID in the original model is re-
placed by an agent ID. This allows the model to build agent behav-
iors’ classification instead of bus routes’ classification.

Additional Features. Points of Interest (POI) embeddings are con-
catenated with the CNN output before the final prediction layer.
This provides context about the surrounding environment of each
GPS coordinate. Additionally, a new channel is added to the input,
representing the stay duration at each GPS coordinate. This helps
capture the temporal aspect of staypoints.

Input Structure. The adapted model still takes as input 20 GPS
coordinates for a single agent. These are encoded in three or four
channels: timestamp, latitude, longitude, and optionally, stay dura-
tion.

Network Architecture. The core CNN structure remains similar
to the original RioBusData model. It consists of three initial convo-
lutional layers, followed by a max pooling layer, then three more
convolutional layers, another max pooling layer, and finally three
fully connected layers.

Output Score. We use the negative probability of the agent ID
being correctly predicted as the anomaly score. If the agent’s sub-
trajectory is less likely to be correctly identified, it is more likely to
be anomalous. The staypoint-level anomaly score is computed as
the anomaly score of the 20-coordinates sub-trajectory ended with
the staypoint. The agent-level anomaly score is computed from all
20-coordinate sub-trajectories of a specific agent. It is equal to the
maximum score among these sub-trajectories.

A.2 STOD
The original STOD model [5] applies a three-stage approach. The
model first employs a bidirectional GRU (Gated Recurrent Unit) to
process contextual information. This includes historical trajectory,
future trajectory, and other features of the coordinate of interest.
The GRU then predicts the bus state at the coordinate of interest.
The bus state is one of “in route, bus stop, traffic signal, and other
stops”. The classifier is called PAC (Point Activity Classifier). The
high dimensional input to the last layer of the PAC is considered a
contextual representation of a point in the trajectory.

Meanwhile, it maps all GPS sequences to H3 [29] hexagonal grids.
All GPS coordinates are converted to discrete words representing
the grid index. A Word2Vec [9] model is trained on the H3 se-
quences to gather the association between H3 grids. The Word2Vec
embeddings of a GPS coordinate are considered a geographical
representation of a point.

Then, for a given GPS trajectory, it uses the concatenated PAC
embeddings and Word2Vec embeddings of all points in the tra-
jectory as input to a GRU to finally predict the bus ID. Similar to
Rio-Bus, it assumes outlier bus trajectories’ IDs are harder to pre-
dict. The architecture of the adapted PAC classifier is presented in
Figure 5.

Word2Vec modification. The Word2Vec representation is compat-
ible with agent trajectories, so we leave it unchanged. For training
the Word2Vec model, we use the full trajectory of each agent as a
sentence.

Agent ID Replacement. To output the score per staypoint, we
remove the GRU at the final stage and directly use a 2-layer MLP
with ReLU activation to predict the agent ID, instead of the bus ID.

PACmodification. Wemainlymodify the Point Activity Classifier,
see Figure 5. We remove the route ID, velocity and acceleration
from the GRU input since they are not available in our dataset.
Instead, we concatenate the GRU input with Points of Interest
(POI) embeddings. This provides context about the surrounding
environment of each GPS coordinate. Staypoint durations are also
directly concatenated with the GRU input. This helps capture the
temporal aspect of staypoints. Instead of predicting the bus state,
we predict the POI type of the GPS coordinate of interest and make
sure the POI type of the point is removed from the input.

Output Score. We use the negative probability of the agent ID
being correctly predicted as the anomaly score. If the agent sub-
trajectory is less likely correctly identified, it is more likely to be
anomalous. The agent-level anomaly score is, again, computed as
the maximum of all staypoint-level anomaly score.

A.3 GM-VSAE
The Gaussian Mixture Variational Sequence AutoEncoder (GM-
VSAE) [21] captures complex sequential information in trajectories,
discovers different types of normal routes via Gaussian mixture, and
represents them in a continuous latent space. This method requires
gridified sequences. Therefore, we only retain the longitude and
latitude from the input GPS sequences. We then convert these
coordinates into grid series for use with the model. We treat each
agent as a separate trajectory.

This model does not support staypoint-level scoring. We calcu-
late the negative likelihood of each test agent trajectory and use
this value as the agent-level anomaly scores.

Appendix B VISIT RATE MODEL
The visit rate model assumes that the number of times an agent 𝑖
visits a POI 𝑝 in a 4-week time window is a Poisson process with
a rate parameter 𝜆𝑖,𝑝 . We further assume that this parameter does
not change between train and test for non-anomalous agents
and stay points.

We then compute staypoint-level anomaly scores 𝑎𝑖,𝑝 for each
(agent_id, poi_id) tuple simply by comparing the observations 𝜆𝑖,𝑝
between between train and test, normalized by the standard
deviation in train.

𝑎𝑖,𝑝 =
abs(𝜆𝑖,𝑝,train − 𝜆𝑖,𝑝,test)√︃

𝜆𝑖,𝑝,train

(1)

If no visits occurred in train, a baseline value of 0.5 was as-
sumed. This results in a single visit in test receiving a slightly
anomalous score rather than causing division by zero.

Finally, since this method only picks up inserted anomalies,
which are typically preceded and followed by altered anomalies,
we re-assigned each staypoint’s anomaly score to be the max of
itself, the preceding, and the following score.

Agent-level scores were then computed by taking max𝑝 (𝑎𝑖,𝑝 )
for each agent.
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Figure 5: Illustration of the Point Activity Classifier (of STOD) adapted to the multi-agent GPS staypoint trajectory. The input
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